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Abstract 

A wireless sensor network is consists of hundreds or 

thousands of nodes that are densely deployed in a large 

geographical area. These networks can be used in various 

applications like military, health and commercial. In WSN 

all nodes are not directly connected. Therefore, the data is 

exchanged by multihop communications. Therefore, a 

variety of routing metrics has been proposed for selecting the 

best path. This paper depicts some vital evaluation of general 

metrics that are essential for designing, developing and 

evaluating the performance of routing protocols for wireless 

sensor networks. 

Keywords: Routing protocol; General routing 

metrics; Performance Analysis; Wireless Sensor 

Network. 

1. Introduction   

Wireless Sensor Network is the wireless network 

which is the combination of autonomous sensors to 

monitor or control environment conditions. 

Information that are to be collected or sensed are 

temperature, pressure , humidity, motion, heat, sound, 

light, electromagnetic field, vibration, images, 

pollutants etc.[1,2,3,4,5,6,7]. The popularity of WSN 

has increased due to growth in Micro-Electro-

Mechanical Systems (MEMS) technology. The 

concept of wireless sensor networks is based on a 

simple equation:     Sensing   + CPU + Radio = 

Thousands of potential applications [8]. The sensor 

node has limited resources like energy, size, memory, 

computational power, communication range, 

bandwidth, so a large no of sensor nodes are 

distributed over a area of interest for collecting the 

information. So these nodes communicate with each 

other either directly or through intermediate nodes and 

thus form a network. So each node work as a 

router.Routing means providing the path for the data 

to flow in the network i.e. sending information from 

source to the sink via intermediate nodes[9]. The 

central goal of the routing in the network layer is to 

find out the minimum cost path for the packets from 

source to the sink. Data are routed from one node to 

other node using routing protocols. Routing protocols 

specifies how routers (sensor nodes) communicate 

with each other. Routing algorithm chooses the routes 

between nodes. There is no general solution for WSN 

problems. It depends upon application, budget (cost) 

& resource availability.  WSN term can be broadly 

sensed as devices range from laptops, PDAs or mobile 

phones to very tiny and simple sensing devices. At 

present, most available wireless sensor devices are 

considerably constrained in terms of computational 

power, memory, efficiency and communication 

capabilities due to economic and technology reasons 

[1,2,3]. That‘s why most of the research on WSNs has 

concentrated on the design of energy and 

computationally efficient algorithms and protocols, 

and the application domain has been confined to 

simple data-oriented monitoring and reporting 

applications. WSNs nodes are battery powered which 

are deployed to perform a specific task for a long 

period of time, even years. If WSNs nodes are more 

powerful or mains-powered devices in the vicinity, it 

is beneficial to utilize their computation and 

communication resources for complex algorithms and 

as gateways to other networks. New network 

architectures with heterogeneous devices and expected 

advances in technology are eliminating current 

limitations and expanding the spectrum of possible 

applications for WSNs considerably. 

2. Network Characteristics 

The characteristics of sensor networks and application 

requirements have a decisive impact on the network 
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design objectives in term of network capabilities and 

network performance [10,12]. As compared to the 

traditional wireless communication networks such as 

mobile ad hoc network (MANET) and cellular 

systems, wireless sensor networks have the following 

unique characteristics and constraints [10]: 

 

2.1 Dense sensor node deployment: Sensor nodes 

are usually densely deployed and can be several orders 

of magnitude higher than that in a MANET. 

 

2.2 Battery-powered sensor nodes: Sensor nodes 

are usually powered by battery and are deployed in a 

harsh environment where it is very difficult to change 

or recharge the batteries. 

 

2.3 Severe energy, computation, and storage 

constraints: Sensors nodes are having highly limited 

energy, computation, and storage capabilities. 

 

2.4 Self-configurable: Sensor nodes are usually 

randomly deployed and autonomously configure 

themselves into a communication network. 

 

2.5 Unreliable sensor nodes: Since sensor nodes 

are prone to physical damages or failures due to its 

deployment in harsh or hostile environment. 

 

2.6 Data redundancy: In most sensor network 

application, sensor nodes are densely deployed in a 

region of interest and collaborate to accomplish a 

common sensing task. Thus, the data sensed by 

multiple sensor nodes typically have a certain level of 

correlation or redundancy. 

 

2.7 Application specific: A sensor network is 

usually designed and deployed for a specific 

application. The design requirements of a sensor 

network change with its application. 

 

2.8 Many-to-one traffic pattern: In most sensor 

network applications, the data sensed by sensor nodes 

flow from multiple source sensor nodes to a particular 

sink, exhibiting a many-to-one traffic pattern. 

 

2.9 Frequent topology change: Network topology 

changes frequently due to the node failures, damage, 

addition, energy depletion, or channel fading. 

 

3. Network Design Challenges and 

Routing Issues 
The design of routing protocols for WSNs is 

challenging because of several network constraints 

[13-17]. WSNs suffer from the limitations of several 

network resources, for example, energy, bandwidth, 

central processing unit, and storage. The design 

challenges in sensor networks involve the following 

main aspects: 

 

3.1 Limited energy capacity: Since sensor nodes 

are battery powered, they have limited energy 

capacity. Energy poses a big challenge for network 

designers in hostile environments, for example, a 

battlefield, where it is impossible to access the sensors 

and recharge their batteries. Furthermore, when the 

energy of a sensor reaches a certain threshold, the 

sensor will become faulty and will not be able to 

function properly, which will have a major impact on 

the network performance. Thus, routing protocols 

designed for sensors should be as energy efficient as 

possible to extend their lifetime, and hence prolong the 

network lifetime while guaranteeing good 

performance overall. 

 

3.2 Sensor locations: Another challenge that faces 

the design of routing protocols is to manage the 

locations of the sensors. Most of the proposed 

protocols assume that the sensors either are equipped 

with global positioning system (GPS) receivers or use 

some localization technique to learn about their 

locations. 

 

3.3 Limited hardware resources: In addition to 

limited energy capacity, sensor nodes have also 

limited processing and storage capacities, and thus can 

only perform limited computational functionalities. 

These hardware constraints present many challenges 

in software development and network protocol design 

for sensor networks, which must consider not only the 

energy constraint in sensor nodes, but also the 

processing and storage capacities of sensor nodes. 

3.4 Massive and random node deployment: 
Sensor node deployment in WSNs is application 

dependent and can be either manual or random which 

finally affects the performance of the routing protocol. 

In most applications, sensor nodes can be scattered 

randomly in an intended area or dropped massively 

over an inaccessible or hostile region. If the resultant 

distribution of nodes is not uniform, optimal clustering 

becomes necessary to allow connectivity and enable 

energy efficient network operation. 

 

3.5 Network characteristics and unreliable 

environment: A sensor network usually operates in 

a dynamic and unreliable environment. The topology 

of a network, which is defined by the sensors and the 

communication links between the sensors, changes 
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frequently due to sensor addition, deletion, node 

failures, damages, or energy depletion. Also, the 

sensor nodes are linked by a wireless medium, which 

is noisy, error prone, and time varying. Therefore, 

routing paths should consider network topology 

dynamics due to limited energy and sensor mobility as 

well as increasing the size of the network to maintain 

specific application requirements in terms of coverage 

and connectivity. 

 

3.6 Data Aggregation: Since sensor nodes may 

generate significant redundant data, similar packets 

from multiple nodes can be aggregated so that the 

number of transmissions is reduced. Data aggregation 

technique has been used to achieve energy efficiency 

and data transfer optimization in a number of routing 

protocols. 

 

3.7 Diverse sensing application requirements: 
Sensor networks have a wide range of diverse 

applications. No network protocol can meet the 

requirements of all applications. Therefore, the routing 

protocols should guarantee data delivery and its 

accuracy so that the sink can gather the required 

knowledge about the physical phenomenon on time. 

 

3.8 Scalability: Routing protocols capabilities in 

terms of energy, processing, sensing, and particularly 

communication. Hence, communication links between 

sensors may not be symmetric, that is, a pair of sensors 

may not be able to have communication in both 

directions. This should be taken care of in the routing 

protocols should be able to scale with the network size.  

 

4. Routing Layer Parameters or Routing 

metric 

 

 

 

 

 

 

 

 

 

 

 
 

 

A routing metric is simply a measure used for selecting 

the best path, used by a routing Protocol. 

We have five types of routing metrics. These are 

1. General Metrics 

2. Performance Metrics 

3. Security Metrics 

4. Quality of Service Metrics 

5. Link Quality Metrics 

 

4.1 General Metrics 
General Metrics [26,27].are those metrics which are 

important for the evaluation of both real time and non 

real time routing protocols in wireless sensor 

networks. These are  

1. Network Lifetime (LSN) 

2. Energy/Power Consumption (EC/PC) 

3. Load Imbalance Factor (LIF) 

4. Routing Load 

5. Normalized Routing Load 

 

4.2 Performance Metrics 
The performance metrics are necessary for evaluating 

the performance of a routing protocol 

1. Throughput or Packet Delivery Fraction 

2. Ratio of Corrupted Pings 

3. Route Discovery Time 

4. Route Maintenance and Fault Tolerance 

5. Average Path Length 

6. Average End to End Delay of Data Packets 

7. Packet Delivery Ratio 

8. Number of Failed Sensors (NFS) 

9. Path length Extension Rate (PLER) 

10. Query Successful Delivery Rate (QSDR) and 

Reply Successful Delivery Rate (RSDR) 

11. Average Route Acquisition Latency 

 

4.3 Security Metrics 
These security metrics are a good indicator of the 

security tradeoffs but they alone are not enough to 

determine a defense’s usability. They must be used in 

addition to other  metrics. 

1. Resiliency 

2. Connectivity 

 

4.4 Quality of Service Metrics 
While designing any routing protocol, QoS should be 

guaranteed because many application scenarios of 

WSN have intrinsic QoS requirements 

1. Data Packet Delay 

2. Bandwidth Efficiency 

3. Jitter 

 

 

                     Routing 

       Routing Protocol 

 Routing Metric 
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4.5 Link Quality Metrics 
Link quality of the entire network plays an equally 

important role in self-health monitoring for WSNs. 

1. Expected Transmission Count (ETX) 

2. Requested Number of Packets (RNP) 

5. General Metrics 

5.1.1 Network Lifetime or Lifetime of Sensor 

Network (LSN) 

 
The main objective of any routing protocol is to extend 

the lifetime of the sensor network (LSN).The lifetime 

of a wireless sensor network is an application-

specific[28]. Currently, the lifetime of a sensor 

network is defined as the time for the first node or a 

certain percentage of network nodes to run out of 

power. we can define the LSN for three major 

application categories: active query, event driven, and 

passive monitoring. In an active query like 

application, the LSN can be defined as the maximum 

number of queries the sensor network can handle 

before the sensor network terminates. For an event-

driven application, the LSN can be defined as total 

number of events the sensor network can process 

before the termination of it. For passive monitoring, 

the LSN can be defined as the total amount of time 

slots before termination. The termination of the sensor 

network is defined as the time slot when the RLSN 

starts to keep stable that implies that the sensor 

network loses connectivity or the coverage of the 

sensor network below a predefined threshold, θ, which 

means that the sensor network becomes useless. 

Model of lifetime of wireless sensor networks can be 

used by 

 Both sensor system and protocol designers  

 Sensor network practitioners (application 

scientists). 

The novel Lifetime definition is proposed upon energy 

which considers 

 The relationship between lifetime of a single 

sensor and that of a whole sensor network. 

 Sensor positions  

 Link quality in communication 

 Connectivity & Coverage of sensor network 

Model of lifetime of wireless sensor networks can be 

used as a metric to evaluate the 

 Efficiency 

 Effectiveness 

 Performance of the designed Protocols & 

Algorithms 

 

 
5.1.2 Lifetime of wireless sensor networks can be 

calculated as [29, 41] 

 
LFT=min i 

 

(i 1) (i) & (i 1) (i)  Connectivity
i

Cov(i 1) &Cov(i)        Coverage

    
  

   

 
Where, 

 = Remaining lifetime of whole sensor network  

θ = Predefined threshold of the coverage of the    

sensor network based on application requirements  

Cov = Coverage of sensor network 

 
5.1.3 Definition of RLSN (remaining lifetime of the 

whole sensor network) [29,41] 

 
Remaining lifetime of the whole sensor network is the 

sum of the weighted remaining lifetime of all 

individual sensors in the sensor network (RLIS). Thus 

the remaining lifetime of the whole sensor network is 

nN

j

j 1

w L(j)  

 

Where 

L(j) = remaining lifetime of individual sensor jth  

Wj= weight for jth sensorweight for each sensor. 

Based on above analysis, the nearer the sensor to the 

sink, the more important it is. So we define the weight 

of each sensor as following[29,41]: 

2

1
w = c

d
j

jis
 

Where c is the constant. 

djis  =distance between jth sensor node to sink at ith 

moment  

 
5.1.4 Remaining lifetime of individual sensor (RLIS 

or L(j)) 

 
5.1.4.1 First definition 

 
The remaining lifetime of individual sensor is defined 

as the normalized remaining energy of the sensor at 

moment Nm. 

Where, 
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Nm.=   Moment, which is the  

No of queries in active query      applications   

No of events in event driven applications  

No of time slots in passive monitoring 

applications  

 
5.1.4.2 Second definition 

 
RLIS is ratio of the remaining energy to the initial 

energy, which can be defined as 

 

Nm

j jiq jiq jir jiri 1

j

E - E *Rt E *Rt
L( j)=

E
 

Where, 

 

EJ=Total initial energy of jth node 

EJ  =E0  when nodes are homogenous 

 

Ejiq =It is the amount of energy consumed at the ith 

moment,if one query message goes                  through 

the jth sensor 

 

Ejiq =It is the amount of energy consumed at the ith 

moment,if one reply message goes                  through 

the jth sensor 

 

5.2 Energy/Power Consumption (EC/PC)  

 

The radio energy model is as given. For transmission 

of k bits message to a distance d, radio expends [24, 

25, and 35]. 

ETx (k,d)=ETx- elec(k)+ETx- amp(k,d)            (1) 

   

ETx (k,d)=E elec *k+ Eamp*k*d2    (2)  

Tx Electronics

E elec *k

Tx Amplifier

Eamp*k*d2K bit packets

Receive Electronics

E elec *k

K bit packets

K bit packets

d

 

Where, 

ETx(k,d) =Energy dissipated to transmit a k-bit 

message over distance d  

ETx-elec(k)=Energy dissipated by transmitter 

electronics  

ETx-amp(k,d)=Energy dissipated by amplifier 

electronics  

Eelec = Constant energy of 50 nJ expended to run         

amp and transmitter circuitry   

 

For reception, radio expends  

E Rx(k) =ERx- elec (k)   (3)  

E Rx(k)  =Eelec *k   (4)   

Where, 

ERx-elec=Energy dissipated by receiver electronics 

 

5.3 Load Imbalance Factor (LIF)  

 
 As Lifetime of a sensor network depends 

upon the load imbalance factor (LIF) thus a 

good routing protocol should have a feature 

of load balance in order to extend the life of 

sensor network. 

 LIF is used to quantitatively evaluate the load 

balance feature of the routing protocol 

 It is formally defined as the variance of the 

remaining lifetime of the sensor network  

 
The mathematical expression for Load Imbalance 

Factor (LIF) [24,25,28] 

 
n

2

j avg

j 1

LIF (E E )
 

 

Where, 

n = Total number of sensors in the network 

Ej= Remaining lifetime of sensor j  

Eavg =  Average remaining lifetime of all sensors 

nodes in the Wireless senor network  

 

5.4.1 Routing Load [24,25,36]. 

 
 It is measured in terms of routing packets 

transmitted per data packets transmitted. The 

latter includes only the data packets finally 

delivered at the destination and not the ones 

that are dropped. The transmission at each 

hop is counted once for both routing and data 

packets. This provides an idea of network 

bandwidth consumed by routing packets with 

respect to “useful” data packets. 

 Routing load measures the scalability of the 

protocols, how much overhead a protocol can 

take. The routing overhead measures by the 

total number of control packets sent divided 
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by the number of data packets sent 

successfully. 

 
5.4.2 Routing overhead [24,25,36]. 

 
It is the total number of routing packets transmitted 

during the simulation. For packets sent over multiple 

hops, each packet transmission (hop) counts as one 

transmission. 

 
5.4.3 Overhead (packets) [24,25,36]. 

 
It is the total number of routing packets generated 

divided by the sum of total number of data packets 

transmitted and the total number of routing packets 

 

5.5 Normalized Routing Load [24,25,36]. 

 
The number of routing packets “transmitted” per data 

packet “delivered” at the destination  

NRL Normalized Routing Load=Number of routing             

packets/ data packets 

NRL = RF/PR  

Where, 

RF=Routing Packets (Number of routing packets sent 

or forwarded) 

PR=Packet Received (Total number of packets 

received by the destination node) 

 

 

5.6 Ratio Traffic Overhead 

 
Ratio Traffic overhead is the ratio of the number of 

bits per second which the network uses to forward the 

useful bits from the source to the destination [24, 25, 

40]. 

 

5.7 Scalability 

 
Scalability is the phenomenon which specifies that as 

the size of the network increases or the number of 

nodes increases the routing protocol should be able to 

adapt to the changes and provide consistent 

performance. [24] 

6. Conclusion 

Wireless Sensor Networks contains a large no of 

sensor nodes which are not directly connected to each 

other. Hence data is exchanged by multihop 

communications .So routing metrics has been 

proposed for selecting the best available path. This 

paper presents the evaluation of some vital general 

metrics that are useful for controlling and monitoring 

of routing activities. 
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